Chapter 2

Paradox and Context

2.1. Introduction

In the next three chapters, I shall work towards a new, general resolution of the semantic paradoxes -- what I’ll call a singularity solution. As I stressed in Chapter 1, we should keep it firmly in mind that semantic paradoxes are generated by our everyday semantic notions. We are after an account of these ordinary notions -- an account of our notions of reference, predicate-extension, and truth. The problem is not primarily a formal or technical one: we are concerned first and foremost with natural languages like English, not with regimented formal languages. Accordingly, we should attend to our ordinary uses of terms like 'denotes', ‘extension’ and 'true' - - in particular, to the reasoning we conduct with these terms. Now, as I mentioned in Chapter 1, it is well-known that there are strengthened versions of the Liar, and I believe that a careful examination of the associated strengthened reasoning throws light on our concept of truth.¹

Strengthened reasoning involving 'denotes' and ‘extension’ has received little or no attention, but this kind of reasoning promises to illuminate our concepts of denotation and extension, just as it illuminates truth.

The singularity solution makes two main claims: first, that the expressions ‘denotes’, ‘extension’ and ‘true’ are context-sensitive expressions, and second, that these expressions apply everywhere, except for certain singular points or singularities. The task of this chapter is to defend the first claim about context-sensitivity; I turn to singularities in the next two chapters. The three simple paradoxes I introduced in Chapter 1 provide the focus for both this chapter and

¹
the next two. Then in Chapter 5, the main ideas of the singularity solution are applied to the
traditional paradoxes of definability, and various forms of the Russell and the Liar.

2.2. Repetition, Rehabilitation, Iteration

So my aim in this chapter is to show that the expressions ‘denotes’, ‘extension’ and ‘true’
are context-sensitive. Let’s start out with a simple paradox of denotation. Consider the
following case. I’ve just passed by a colleague's office, and I see denoting phrases on the board
there. That puts me in the mood to write denoting phrases of my own. So I enter a classroom,
and write on the board there the following expressions:

\[
\begin{align*}
\pi \\
\text{six} \\
\text{the sum of the numbers denoted by expressions on the board in room 213.}
\end{align*}
\]

Now I believe that room 213 is my colleague's office; in fact, I am in room 213. I set you the
task of providing the denotations of these expressions. You respond as follows:

But we're in room 213! It's clear what the first two phrases denote. But what
about the third? Let's call your third phrase C. Suppose C denotes the number k. Now, C denotes k if and only if the sum of the numbers denoted by expressions
on the board in room 213 is k. So it follows that the sum of the numbers denoted
by expressions on the board in room 213 is k. But then k=\pi+6+k, which is
absurd. So C is pathological - it appears to denote a number, but it doesn't, on
pain of contradiction.

So far, so good. You reach the conclusion that the expression C is pathological. But that is not
the end of the matter; your reasoning need not stop here. If we look carefully at certain ways in
which your reasoning can be extended, three distinct phenomena emerge, phenomena that call
for explanation. To give them labels, these phenomena are repetition, rehabilitation, and
iteration.
Repetition You continue:

And now if C does not denote a number, then the only expressions on the board that do denote numbers are the first two. But then the sum of the numbers denoted by expressions on the board in room 213 is π+6.

Reflecting further, you add:

In the previous sentence there is a token of the same type as C, call it C*. And C* denotes a number, namely π+6.

Your reasoning appears to be impeccable, and it shows that we can repeat the words of a pathological denoting phrase and successfully denote. This phenomenon calls for explanation, an explanation that should respect the validity of your reasoning and the truth of your conclusion.

Rehabilitation Having reached the conclusion that C is pathological, you continue:

And now if C does not denote a number, then the only expressions on the board that do denote numbers are the first two. But now attend again to the phrase C on the board. C makes reference to the expressions on the board that denote numbers, which we now know to be the expressions ‘pi’ and ‘six’. And the sum of the numbers denoted by these expressions is π+6. So the phrase C -- that is, the phrase the sum of the numbers denoted by expressions on the board in room 213 -- denotes π+6.

There’s something remarkable about this discourse: you reason past the pathology of C, and find, by reasoning that is apparently natural and intuitive, that the words that compose C form a phrase that does denote. It seems that we can rehabilitate a pathological denoting phrase. This phenomenon also calls for explanation.

Iteration Consider the rehabilitation of C. When you rehabilitate C, you find that the words that compose C form a phrase that denotes π+6. You now continue:
Now all the phrases on the board denote numbers. So if we look again at the words that compose C, we find that they form a phrase that denotes $\pi+6+(\pi+6)$. So now, it appears, C denotes not only $\pi+6$, but also $\pi+6+(\pi+6)$. And this reasoning, it seems, can be repeated, apparently attributing to C an open-ended series of distinct numbers as its denotata.

The reasoning that generates *repetition*, *rehabilitation* and *iteration* appears natural and intuitive. In each case, we are led to a surprising or troubling conclusion: that two tokens of the same type with the same linguistic meaning differ in semantical status (repetition); that C’s semantical status shifts from a pathological expression that fails to refer to one that succeeds in referring (rehabilitation); that one and the same denoting expression has a multitude of distinct denotata (iteration). An adequate explanation of these phenomena must respect the naturalness and intuitiveness of the reasoning – it must not be blocked in an artificial or *ad hoc* way. The three phenomena are to be regarded as significant data which require explanation – not as nuisances that may be avoided by *ad hoc* means. If the reasoning has gone astray in some way, then the diagnosis of the error should itself be natural and intuitive; and if an apparently troubling conclusion is in fact acceptable, the explanation must make it clear why it is acceptable.

Any adequate account of these phenomena, then, must provide an analysis that preserves the plausibility of the reasoning, and so respects the data. To anticipate, I will offer a contextual explanation. With *repetition* in mind, it should perhaps come as no surprise from the outset that context-sensitivity has a role to play: we are familiar with the idea that shifts in context can confer different truth values or denotata on token expressions of the same type. *Rehabilitation*, I shall argue, is a matter of evaluating C from two distinct contexts. And the apparent anomaly
generated by iteration is also to be explained contextually, in terms of a type-token confusion. First, though, I need to say more about context and discourse.

2.3. Context-change and discourse analysis

We are all familiar with indexical terms, such as 'I', 'now', 'here' and so on. Consider the sentence 'I'm in Berlin now'. The content of this sentence - the proposition it expresses - depends on the context, in particular, on the speaker and the time. (It's true if I say it at the time of writing this; it will likely be false if I say it in six months' time.) So it's a familiar idea that context acts on content. But it has been increasingly recognized that this is not a one-way street.

The reverse direction holds as well: content acts on context. Stalnaker writes:

"context constrains content in systematic ways. But also, the fact that a certain sentence is uttered, and a certain proposition expressed, may in turn constrain or alter the context. ... There is thus a two-way interaction between contexts of utterance and contents of utterances."  

Isard puts it this way:

"communications do not merely depend on the context for their interpretation, they change that context."  

At a given point in a conversation, the context will in part depend on what has been said before. For example, the context may change as new information is added by the participants in the conversation. Over the last twenty years or so, the kinematics of context-change has been studied by philosophers, semanticists and linguists alike.

According to Stalnaker the connection between context and available information is very tight indeed. Stalnaker writes:

"I propose to identify a context (at a particular point in a discourse) with the body of information that is presumed, at that point, to be common to the participants in the discourse."
To put it another way, a context is to be represented by the shared presuppositions of the participants\(^5\) - or the 'common ground', to use a phrase from Grice.\(^6\) As new utterances are produced, and new information is made available, the context changes. For a specific example, consider the speech act of assertion: "Any assertion changes the context by becoming an additional presupposition of subsequent conversation."\(^7\)

The shared presuppositions of conversants also figure in David Lewis's account of context-change. Lewis introduces the notion of a *conversational score*. The analogy is with a baseball score. A baseball score for Lewis is composed of a set of seven numbers that indicate, for a given stage of the game, how many runs each team has, which half of which innings we're in, and the number of strikes, balls and outs. Notice that correct play depends on the score - what is correct play after two strikes differs from what is correct play after three strikes. Similarly for conversations: the correctness of utterances - their truth, or their acceptability in some other respect - depends on the *conversational* score. Lewis continues:

"Not only aspects of acceptability of an uttered sentence may depend on score. So may other semantic properties that play a role in determining aspects of acceptability. For instance, the constituents of an uttered sentence - subsentences, names, predicates, etc - may depend on the score for their intension or extension."\(^8\)

Following Stalnaker, Lewis identifies the set of shared presuppositions of the participants (at a given stage of a conversation) as one component of the conversational score. “Presuppositions can be created or destroyed in the course of a conversation”\(^9\) - and as the set of presuppositions changes, the conversational score changes. Of course, the notion of conversational score is a vivid way of capturing the notion of context. A change in the set of presuppositions is a change of context.
Another component of the conversational score, according to Lewis, is the standard of precision that is in force at a given stage of the discourse. Suppose I say 'France is hexagonal'. If you have just said 'Italy is boot-shaped', and got away with it, then my utterance is true enough. The standards of precision are sufficiently relaxed. But if you have just denied that Italy is boot-shaped, and carefully pointed out the differences, then my utterance is far from true enough -- the standards of precision are too exacting. The acceptability of what I say here depends on the conversational score, on the context, which in turn depends on what has been said before. The extension of 'hexagonal' shifts with changes of context. Or, for another example, suppose I say 'The pavement is flat' under standards of flatness where the bumps in the pavement are too small to be relevant. Then what I say is true. But if the conversational score changes, and I say 'The pavement is flat' under raised standards of flatness, what I say will no longer be true. But "[t]hat does not alter the fact that it was true enough in its original context."

Like the extension of 'hexagonal', the extension of 'flat' changes with the context.

So shared presuppositions and the standard of precision are two features of contexts that are relevant to truth. But according to Lewis, there are many more – so many, in fact, that we’ll be unable to list them all. Lewis adds the following: permissibility boundaries, salience relations, the point of reference in narrative, the boundary between relevant possibilities and the ignored ones, shifts prompted by performatives, planning. But the list is inevitably incomplete: “We have almost certainly overlooked a great many features”.

These contextual features change the conversational score, and Lewis argues that these changes are governed by rules – what Lewis calls rules of accommodation.

“… I suggest that many components of conversational score obey rules of accommodation, and that these rules figure prominently among the rules governing the kinematics of conversational score.”
For example, if, in the course of a conversation, I say “All of Fred’s children are asleep”, and if my conversational partners tacitly acquiesce, then a presupposition – that Fred has children -- springs into existence, making what I say acceptable. Presupposition evolves in a rule-governed way. The rule of accommodation here says that since my utterance requires the presupposition that Fred has children, and since various other conditions hold (e.g. it is not already presupposed that Fred has children, and no one challenges what I say), the presupposition immediately comes into existence. For another example, rules of accommodation govern standards of precision: again, if you say “Italy is boot-shaped”, then my subsequent utterance of “France is hexagonal” is true, given the low standards that you have set. But those standards can be changed – say, by someone’s saying “Geometric shapes are far simpler than shapes of countries”. Now what I say is no longer true, no longer accommodated.

According to Stalnaker, contexts may be identified with the shared presuppositions of conversants; according to Lewis, the shared presuppositions are a component of the context. From their accounts of context we can extract the idea of tracking context-change by keeping a running record of shifts in the information presumed to be available to the participants. A number of semanticists and linguists have also developed this idea. For example, it is central to Heim’s file change semantics, Grosz and Sidner’s dynamic theory of discourse structure, and the familiar distinction in linguistics between *given information* and *new information*.

2.4 Context-change and repetition
Let's return to the denotation discourses, starting with *repetition*. It is natural to divide the discourse into four segments:

1. *(scene-setting)*, where I produce the tokens on the board, including the paradoxical token, and set you the task of identifying their denotations.

2. *(uncovering pathology)*, where you argue to the conclusion that C is pathological and fails to denote;

3. *(stock-taking)*, where you take stock of what does and does not denote, and in so doing, produce the repetition C* and a denotation for it; and

4. *(re-evaluation)*, where you explicitly conclude that C* does denote.¹⁷

It is clear that in the transitions from one segment to the next, there is a change in the common ground or, to put it in Lewis's terms, a change in one aspect of the conversational score. Consider for example your initial response, where you say: 'But we're in room 213!' This assertion changes the context – it provides new information, and it adds to our shared presuppositions.

For another example, and a particularly significant one for my account, consider the transition from the second to the third segment of the discourse. The culmination of the reasoning of the second segment is the proposition that C is pathological and does not denote. This is information that is new, and the proposition becomes one of our shared presuppositions, part of the common ground.¹⁸ So in the transition from the second segment to the third, there is a context change - a shift in the body of information that is presumed to be available to you and me.

Let us say that the new contexts associated with the third and fourth segments are *

*reflective with respect to C*. In general, a context associated with a given point of a discourse is
reflective with respect to a given expression if at that point it is part of the common ground that the expression is semantically pathological (and so does not denote – or, in the cases of the Russell and the Liar, fails to have an extension or a truth value). So as we move from the second segment to the third, there is a context-change - a shift to a context that is reflective with respect to C. This context-change is an essential ingredient of a repetition discourse. It is the mark of any such discourse that we shift to a context which is reflective with respect to a pathological expression.19

2.5 The action of context on content

Thus far, we have seen that content acts on context - newly available information changes the context. But there is a two-way interaction between context and content: context also acts on content. We have identified the ways in which the context shifts in the denotation discourse; now we want to see how these changes in context act on content.

Remember the challenge posed by repetition: C and C* are tokens of the same type with the same linguistic meaning, yet one is pathological and fails to denote, while the other denotes a specific number. Our task is to explain how the changes in context produce this phenomenon. If context acts on content, we would expect there to be an expression in the discourse that is sensitive to context-change. I shall claim that ‘denotes’ is that expression.

Let’s take a closer look at the repetition discourse. Let cc be C’s context of utterance. The occurrence of ‘denotes’ in C has a certain extension. If ‘denotes’ is not context-sensitive, this extension will remain constant throughout the repetition discourse. If ‘denotes’ is context-sensitive, then we may find some shift in extension as the discourse proceeds. So to determine whether or not ‘denotes’ is context-sensitive, we need to track the extensions of the occurrences
of ‘denotes’ through the discourse. We will let the subscripted expression ‘denotes_{cC}’ represent the occurrence of ‘denotes’ in C, and any coextensive occurrence of ‘denotes’. Some remarks about this use of the subscript are in order. First, the use of the subscript is entirely neutral as regards the question of whether ‘denotes’ is context-sensitive. It is as yet an open possibility that ‘denotes’ is a predicate constant, so that every occurrence of it may be represented by ‘denotes_{cC}’. Second, given an occurrence of ‘denotes’ that may be represented by ‘denotes_{cC}’, its context need not be cc -- whatever its context, its representation by ‘denotes_{cC}’ tells us that it shares the same extension as ‘denotes’ in C. Third, the use of the subscript merely provides a way of registering coextensiveness. The representation of an occurrence of ‘denotes’ by ‘denotes_{cC}’ is just a way of picking out those occurrences of ‘denotes’ that have the extension that ‘denotes’ has when it occurs in C. The subscript indicates nothing specific about the extension of ‘denotes’ in C. So the subscript’s role is very modest, and contrasts sharply with the role played by subscripts that identify extensions (for example, consider a hierarchical view that stratifies the denotation predicate into a series of predicates – ‘denotes_0’, ‘denotes_1’, …, where the subscripts indicate the specific extension of each predicate). As we will see later, specifying the extension of a particular occurrence of ‘denotes’ will be a matter of identifying its singularities.

So we represent C as

the sum of the numbers denoted_{cC} by expressions on the board in room 213.

Now in order to determine the denotation of C, one has to determine what the expressions on the board denote_{cC}, since the occurrence of ‘denotes’ in C is represented by ‘denotes_{cC}’. That is, one has to determine the denotation_{cC} of ‘pi’, ‘six’ and C. So the subscript ‘cc’ will continue to appear in the representation of your reasoning:
It's clear what the first two phrases denote, but what about the third? Let's call your third phrase C. Suppose C denotes the number k. Now, C denotes k if and only if the sum of the numbers denoted by expressions on the board in room 213 is k. So it follows that the sum of the numbers denoted by expressions on the board in room 213 is k. But then k=π+6+k, which is absurd. So C is pathological - it appears to denote a number, but it doesn't, on pain of contradiction.

Nothing so far forces a change in extension of 'denotes'; quite the reverse, in fact.

Let's pause here. As you conduct your reasoning, something is operating in the background - what we may call a denotation schema. A denotation schema is an exact analogue of the more familiar truth schema. An instance of the truth schema is:

'snow is white' is true if and only if snow is white.

An instance of the denotation schema is:

'3²' denotes 9 if and only if 3²=9.

Just as the truth schema provides the truth conditions for a given sentence, a denotation schema provides denotation conditions for a given referring expression - that is, the conditions under which the expression denotes an object. The general form of the denotation schema is this:

e denotes k if and only if d=k,

where 'd' and 'k' are replaced by expressions that denote objects, and 'e' is replaced by an expression that denotes the expression that replaces 'd'. Now, we've seen that to determine the denotation of C, you need to determine what the expressions on the board denote. So the schema you use to assess the expressions on the board is this:

e denotes k if and only if d=k.

Call this the C-schema. Now, C is one of the expressions on the board. So the schema by which you evaluate C at this stage of the discourse – call this C’s evaluating schema – is the C-schema. Here is the instance of the schema for C:
C denotes_{C} k if and only if the sum of the numbers denoted_{C} by expressions on the board in room 213 is k.

Notice that the occurrences of ‘denotes’ on the left and right hand sides of the c_{C}-schema have the same extension, as the subscript makes explicit. In the course of the second segment, you assume the left hand side of the biconditional, infer the right hand side, and go on to obtain a contradiction. When you assess C by the c_{C}-schema, a contradiction results. C is pathological – that is, C cannot be assessed by its evaluating schema, on pain of contradiction. So C fails to denote_{C} a number – if it did, it would be assessable by the c_{C}-schema.

Moving on to the third segment, you take stock of the deliverances of the c_{C}-schema:

And now, since C does not denote_{C} a number, the only expressions on the board that do denote_{C} numbers are the first two. But then the sum of the numbers denoted_{C} by expressions on the board in room 213 is π+6.

It’s clear that the first two occurrences of ‘denotes’ are to be represented by ‘denotes_{C}’ – while the c_{C}-schema fails to deliver a denotation for C, it delivers denotations for A and B. This stock-taking leads directly to your production of C* and the identification of a denotation for it. You identify the denotation of C* as π+6 just because A and B denote_{C} and C does not. And so the occurrence of ‘denotes’ in C* is also represented by ‘denotes_{C}’. In a very strict sense, then, C* does indeed repeat C – it is composed of the same words with the same meanings and the same extensions. And yet the identification of a definite denotation for C* does not lead back to contradiction. A contradiction is obtained only on the assumption that each of the expressions on the board can be assessed by the c_{C}-schema. But that assumption is no longer available – you’ve concluded C is pathological, that C cannot be assessed by the c_{C}-schema.

Now we have to accommodate the denotation you’ve identified for C*. But your evaluation of C* cannot be accommodated by the c_{C}-schema. C* is an exact repetition of C, and,
like C, it cannot be assessed by the \( c_C \)-schema, on pain of contradiction. \( C^* \) does not denote\(_C\), but it does denote. The schema by which you evaluate \( C^* \) -- \( C^* \)’s evaluating schema -- is a schema other than the \( c_C \)-schema.

At the fourth stage, you make your evaluation of \( C^* \) explicit:

In the previous sentence, there is a token of the same type as C, call it \( C^* \). And \( C^* \) denotes a number, namely \( \pi + 6 \).

Given the naturalness and intuitive validity of your reasoning, we have to accommodate your conclusion; to put things in Lewis’s terms, there is a rule of accommodation at work here. But, again, we cannot count your conclusion as true if your use of ‘denotes’ here is represented by ‘denotes\(_C\)’. Unlike the occurrence of ‘denotes’ in \( C^* \), this latest occurrence of ‘denotes’ does not inherit its extension from earlier occurrences. To accommodate your evaluation of \( C^* \), we must recognize a shift in extension. \( C^* \) is not in the extension of ‘denotes’ as it occurs in C, but it is in the extension of your use of ‘denotes’ at this fourth stage.

What produces this shift in the extension of ‘denotes’? The change in context - specifically, the shift to a context which is reflective with respect to C. Consider the contexts associated with the third and fourth stages of the discourse. Both these contexts are reflective with respect to C. At the third stage, where you take stock of the deliverances of the \( c_C \)-schema, the shift to a reflective context had the effect of disengaging C from the \( c_C \)-schema. Now, at the fourth stage, the reflective character of the context brings into play a new evaluating schema. Your evaluation of \( C^* \) depends on an evaluation of the expressions on the board; in particular, it depends on the semantic information that is available about C. And in \( C^* \)’s reflective context, the information that C is pathological is now available. You evaluate \( C^* \) via a schema that yields
the denotation \( \pi + 6 \) – a reflective schema that assesses \( C^* \) in the light of \( C \)'s pathology and its failure to denote (that is, its failure to denote \( c_C \)).

To be a little more precise, let \( E \) be your evaluation of \( C^* \) at the fourth stage:

(E) \( C^* \) denotes a number, namely \( \pi + 6 \).

Let \( c_E \) be \( E \)'s context. We will represent the occurrence of ‘denotes’ in \( E \) by ‘\( \text{denotes}_{c_E} \)’, where this representation applies to any occurrence of ‘denotes’ coextensive with the occurrence in \( E \).

\( C^* \)'s evaluating schema – the schema by which you evaluate \( C^* \) at the fourth stage of the discourse – is the \( c_E \)-schema:

\[
e \text{denotes}_{c_E} k \text{ if and only if } d = k.
\]

(where 'd' and 'k' denote objects, and 'e' denotes the expression 'd'). The instance for \( C^* \) and for \( k = \pi + 6 \) is

\[
C^* \text{ denotes}_{c_E} \pi + 6 \text{ if and only if the sum of the numbers denoted}_{c_C} \text{ by expressions on the board in room 213 is } \pi + 6.
\]

Since the context \( c_E \) is reflective with respect to \( C \), you obtain the right hand side of this instance, and infer the left hand side. The pair \( <C^*, \pi + 6> \) is in the extension of the occurrence of ‘denotes’ in \( E \), but not in the extension of the occurrence in \( C \). The semantic expression ‘denotes’ is context-sensitive.

In a nutshell, we explain your different assessments of \( C \) and \( C^* \) this way: you evaluate \( C \) by the unreflective \( c_C \)-schema, and you evaluate \( C^* \) by the reflective \( c_E \)-schema. With the change in context, there is a change in the evaluating schema. There is no intrinsic difference between \( C \) and \( C^* \) - the difference lies in the schemas by which they are evaluated.\(^{20}\)

The contextual coordinate that shifts in the repetition discourse is \textit{reflective status} – specifically, reflective status with respect to \( C \). And there is a rule of accommodation that
governs this contextual feature, this component of the conversational score. Your conclusion that C* denotes π+6 is acceptable, and in order to make it acceptable — “to make whatever occurs correct play” — it is required that C* be assessed by a schema that produces the denotation for C* that you identify. This is a schema that assesses C* in the light of the information that C is pathological — and this is the reflective cE-schema, not the cC-schema. The new information, that C is pathological, is itself *semantic* information, and it changes the standards of evaluation. And it changes the standards of evaluation because it is itself information *about those standards*. The information that C is pathological shifts the schema *because it is information about the cC-schema* — to say that C is pathological is to say that it cannot be assessed by its evaluating schema, the cC-schema.

Notice that C also denotes \( c_{E} \pi+6 \), just as C* does — assess C by the reflective cE-schema, and that's the result you'll get. So C fails to denote, and C does denote. But there is no contradiction here: C fails to denote, but it does denote. Compare Lewis’s treatment of 'hexagonal' or 'flat'. Sometimes an utterance of 'France is hexagonal' (or 'The pavement is flat') is true, and sometimes it isn't. The extension of the predicates 'hexagonal' or 'flat' depend on the conversational score, in particular on the standards of precision that are in force. Analogously, whether or not it is true to say that C denotes will depend on the standard of assessment: do we apply the unreflective cC-schema or the reflective cE-schema?

Symmetrical remarks can be made about C*: if we assess C* via the cC-schema, we find that C*, like C, does not denote a number. Both C and C* have denotation conditions; neither have denotation conditions. C and C* are not in the extension of 'denotes cC' (more precisely, neither C nor C* are the first member of any ordered pair in the extension of 'denotes cC'). But both C and C* are in the extension of 'denotes cE' (more precisely, the ordered
pairs \(<C,\pi+6>\) and \(<C^*,\pi+6>\) are in the extension of ‘denotes\(_{cE}\’\). The occurrence of ‘denotes’ in \(C\) contains neither \(C\) nor \(C^*\) in its extension; your final reflective use of ‘denotes’ contains both \(C\) and \(C^*\) in its extension.

Rehabilitation is analyzed along similar lines. We may represent the third segment of rehabilitation as follows:

And now if \(C\) does not denote\(_{cC}\) a number, then the only expressions on the board that do denote\(_{cC}\) numbers are the first two. But now attend again to the phrase \(C\) on the board. \(C\) makes reference to the expressions on the board that denote\(_{cC}\) numbers, which we now know to be the expressions ‘\(\pi\)’ and ‘\(\text{six}\)’. And the sum of the numbers denoted\(_{cC}\) by these expressions is \(\pi+6\).

When you reconsider \(C\), and determine that the sum in question is \(\pi+6\), you do so in a reflective context in which \(C\) is recognized to be pathological: its evaluating schema (the \(cC\)-schema) has failed to yield a denotation for \(C\). As with repetition, at this third stage of stock-taking, the sum in question is determined just because the \(cC\)-schema has been rejected as a means for evaluating \(C\). And at the fourth stage of re-evaluation, a new evaluating schema comes into play. Your re-evaluation \(R\) of \(C\) may be represented as follows:

\[(R) \quad \text{So the phrase } C - \text{that is, the phrase the sum of the numbers denoted}_{cC} \text{ by expressions on the board in room 213} - \text{denotes}_{cR} \pi+6,\]

where \(cR\) is \(R\)’s context of use, and ‘denotes\(_{cR}\’ represents any occurrence of ‘denotes’ coextensive with the occurrence in \(R\). Having concluded that \(C\) is pathological, since it cannot be evaluated by the \(cC\)-schema, you re-evaluate \(C\) by the \(cR\)-schema and find that \(C\) does denote\(_{cR}\).

Here we have a single expression token, \(C\), which receives two distinct assessment – as failing to denote (via the \(cC\)-schema) and as denoting \(\pi+6\) (via the \(cR\)-schema). So we may call the expression \(C\) assessment-sensitive: its semantic value depends on the schema by which it is
evaluated (unreflective or reflective). This may bring to mind John MacFarlane on assessment sensitivity and relativism – but here we have to be careful. According to MacFarlane, there are certain expressions for which an adequate semantics requires defining extension relative not just to a context of use, but also to a *context of assessment*. Suppose, as a child, you say “Fish sticks are tasty”. There is a fixed context of use for your utterance. But there are any number of contexts in which this utterance can be assessed. There’s the context in which you assess this utterance when you are a child (and find fish sticks tasty). There’s another context in which you assess that same utterance as an adult (when you no longer find fish sticks tasty).

Further, according to MacFarlane, assessment-sensitivity brings with it relativism about truth. Your particular dated use of the sentence “Fish sticks are tasty” may be assessed from any number of contexts – we can speak of “*the* context of use”, but not of “*the* context of assessment”. There is no one correct context of assessment. MacFarlane goes on to characterize relativism about truth as follows: To be a relativist about truth is to hold that languages with assessment-sensitive expressions are at least conceptually possible. Suppose we think that ‘tasty’ is such a word – its extension depends on the context of assessment. If we think this, then we are relativists about truth in English.

However, there is nothing in my contextual account of denotation that supports relativism about denotation. It is an absolute matter that C is pathological – it’s an absolute matter that it is not assessable by its evaluating schema, the $c_C$-schema. It’s not as if C is assessable by its evaluating schema in some contexts and not in others: it just isn’t assessable by its evaluating schema. And it’s an absolute matter that when C is reflectively assessed -- when its pathological character is taken into account -- C denotes $\pi+6$. So there is a correct kind of context from which to assess C – a context that is reflective with respect to C. The original attempt to assess
C, via the \(c_C\)-schema, was a failed attempt. The reflective assessment, via the \(c_R\)-schema, succeeds by taking into account that failure. The reflective assessment tells the full story about C. The case of C may be seen as a counterexample to MacFarlane’s characterization of relativism: C’s extension depends on the context in which it is assessed, but this does not lead to relativism.

The contextual analysis also shows how iteration should be understood. When you rehabilitate C, you find that C denotes\(c_R\) \(\pi+6\). The contextual analysis of your iterated reasoning is this:

Now all the phrases on the board denote\(c_R\) numbers. So if we look again at the words that compose C, we find that they form a phrase that denotes\(c_R\) \(\pi+6+(\pi+6)\).

The first sentence here is correct. And there is something right about the second sentence. It will be true to say:

(\#) The sum of the numbers denoted\(c_R\) by expressions on the board in room 213 is \(\pi+6+(\pi+6)\).

Now (\#) contains a denoting phrase token of the same type as C, and this phrase token – call it \(C^{**}\) – does denote\(c_R\) \(\pi+6+(\pi+6)\). If we instantiate the \(c_R\)-schema to \(C^{**}\) we obtain:

\[
C^{**}\text{ denotes}_{c_R}\pi+6+(\pi+6)\text{ iff the sum of the numbers denoted}_{c_R} by expressions on the board in room 213 is }\pi+6+(\pi+6).
\]

The right-hand-side is true, and so we infer the left-hand-side: \(C^{**}\) denotes\(c_R\) \(\pi+6+(\pi+6)\). But there is a crucial difference between C* and \(C^{**}\): while ‘denotes’ in C is represented by ‘denotes\(c_C\)’, ‘denotes’ in \(C^{**}\) is represented by ‘denotes\(c_R\)’. \(C^{**}\) is a token of the same type as C, and so there is a sense in which the words that compose C form a phrase that denotes\(c_R\) \(\pi+6+(\pi+6)\). However, the token C does not itself denote\(c_C\) \(\pi+6+(\pi+6)\) – but \(C^{**}\) does. So we should not conclude that C denotes both \(\pi+6\) and \(\pi+6+(\pi+6)\); C denotes (that is, denotes\(c_{c,R}\)) only
π+6. And since C** is not an expression on the board, the iteration is halted. The apparent iteration only gets off the ground by confusing C with another token of the same type.

The following summary of these denotation discourses brings out explicitly what may already be obvious enough – that the reasoning throughout is classical. We start with the expression (C):

(C) the sum of the numbers denoted$_cC$ by expressions on the board in room 213.

We can lay out the repetition reasoning as follows, where A and B are respectively the first and second expressions on the board:

1. C denotes$_cC$ a number, say k. (Assumption)
2. C denotes$_cC$ k iff the sum of the numbers denoted$_cC$ by expressions on the board in room 213 is k. (Instance of the $cC$-schema)
3. The sum of the numbers denoted$_cC$ by expressions on the board in room 213 is k. (1, 2, sentential logic)
4. The sum of the numbers denoted$_cC$ by expressions on the board in room 213 is π+6+k. (From (1), and since A denotes$_cC$ π and B denotes$_cC$ 6.)
5. k= π+6+k. (3,4, logic of identity)
6. C does not denote$_cC$ a number. (By reductio, given absurdity at line (5))
7. The sum of the numbers denoted$_cC$ by expressions on the board in room 213 is π+6. (From (6), and since A denotes$_cC$ π and B denotes$_cC$ 6)

(7) contains C*, a repetition of C. Accommodating the truth of (7) forces a new standard of evaluation, the denotes$_cE$-schema. Instantiating that schema to C* and π+6

8. C* denotes$_cE$ π+6 iff the sum of the numbers denoted$_cC$ by expressions on the board in room 213 is π+6.

It follows that

9. C* denotes$_cE$ π+6. (From 7, 8 and sentential logic).
This completes the *repetition* reasoning, and it’s classical.

The *rehabilitation* reasoning takes this instance of the $c_R$-schema:

$$C \text{ denotes}_{c_R} \pi+6 \iff \text{the sum of the numbers denoted}_{c} \text{ by expressions on the board in room 213 is } \pi+6,$$

and uses sentential logic to infer the left-hand side from the right, which has been established at line 7 above. The *iteration* reasoning applies the $c_R$-schema to the expression $C^{**}$, and uses sentential logic to infer that $C^{**} \text{ denotes}_{c_R} \pi+6+(\pi+6)$. Again, the reasoning is classical.

### 2.6 Reflective status as a contextual coordinate

Whether we focus on *repetition* or *rehabilitation*, the upshot is the same: the predicate

*denotes* is a context-sensitive term that may shift its extension with a change in context. With the indexical ‘I’, the extension depends on who is speaking in the given context of utterance. According to Lewis’s treatment of ‘hexagonal’ and ‘flat’, the extension depends on the standards of precision that are in force in the given context. And with the predicate ‘denotes’, the extension depends on the schema of assessment that is in force in the given context. This in turn depends on the common ground, the information that is presumed to be available – in particular, information concerning the pathologicality of denoting expressions. When $C$ is first produced, the information that it is pathological is not part of the common ground. Once the information that $C$ is pathological is incorporated into the common ground, we have a new standard: the subsequent evaluating schema is *reflective with respect to $C$*. In the case of $C$, then, the extension of ‘denotes’ depends on whether or not the evaluating schema is reflective with respect to $C$. We have identified a contextual feature – the *reflective status* of a context – to which the term ‘denotes’ is sensitive.
If we do not attend to our ability to reason past pathology, *reflective status* will not be an obvious contextual coordinate (unlike the familiar coordinates of speaker, time and place, for example). So the claim that ‘denotes’ is a context-sensitive term may come as a surprise. But I have argued in this chapter that once we pay careful attention to denotation discourses where we do reason past pathology, it is natural and intuitive to conclude that ‘denotes’ is indeed sensitive to the reflective status of a context. Cresswell once wrote:

“It seems to me impossible to lay down in advance what sort of thing is going to count [as a relevant feature of context] … The moral here seems to be that there is no way of specifying a finite list of contextual coordinates.”

As we saw earlier, Lewis agrees: any list of contextual coordinates will inevitably be incomplete. Along with Cresswell, Lewis, Stalnaker and others, we should be open to contextual coordinates beyond the familiar ones. If we recognize that content acts on context, that new information or new presuppositions can change the context, then we can identify contextual coordinates that we might otherwise miss. Reflective status is such a coordinate. When you conclude that C is pathological, a new presupposition is created, and the context changes. And the context-change is a change in reflective status. The key difference between context $c_C$ and context $c_E$, for example, is the difference in reflective status: context $c_C$ is not reflective with respect to C, but $c_E$ is.

Some expressions, such as the indexicals ‘I’, ‘here’, ‘now’, wear their context-sensitivity on their sleeve. These expressions immediately trigger a search for the appropriate speaker, place or time. It is less immediately obvious that expressions such as ‘small’, ‘hexagonal’ and ‘flat’ are context-sensitive. But once we understand how ‘small’ works – say, in the sentence ‘Sherman is small’ – we understand that it is relevant that, given the context, Sherman is an elephant and small compared to most elephants. So, as Recanati puts it, “there is an expression
in the sentence, namely the adjective ‘small’ itself, *that triggers the search for a relevant comparison class*, just as an indexical triggers the search for an appropriate contextual value.”

And once we understand how, say, the expressions ‘hexagonal’ and ‘flat’ work, these expressions will trigger a search for the standards of precision supplied by the context. Similarly with ‘denotes’. Once we understand how ‘denotes’ behaves in *repetition* and *rehabilitation* discourses, the expression will trigger a search for the standards of assessment supplied by a given context. And that is a matter of the context’s reflective status, a matter of what counts as pathological in the given context. Given a use of ‘denotes’ in some context $c$, we cannot determine whether a pathological denoting phrase $d$ is in its scope unless we know whether or not the context $c$ is reflective with respect to $d$.

It is not initially obvious that ‘denotes’ is context-sensitive. But that’s not because *reflective status* is an obscure feature of a context. Quite apart from claims about the context-sensitivity of ‘denotes’, it’s straightforward to say, for any context, whether or not that context is explicitly reflective with respect to a given pathological phrase. That is just a matter of whether or not it is part of the common ground that the phrase is pathological. What makes the context-sensitivity unobvious is that discourses that exhibit the context-sensitivity of ‘denotes’ – *repetition* and *rehabilitation* -- are not everyday discourses. Most speakers of English do not engage with the paradoxes of denotation. But the context-sensitivity of ‘denotes’ is no less real for that. The reasoning carried out in these discourses is intuitive: once the ordinary speaker engages with paradoxical expressions like C, the reasoning they employ is natural reasoning, based on their ordinary grasp of ‘denotes’. And that reasoning displays the context-sensitivity of ‘denotes’.
2.7 Four tests for context-sensitivity

Consider again the reasoning that leads to (#):

(#) The sum of the numbers denoted by expressions on the board in room 213 is \( \pi + 6 + (\pi + 6) \).

You reason that \( C \) does not denote because it is pathological; you go on to rehabilitate \( C \), finding that it denotes \( \pi + 6 \); you conclude that the sum of the numbers denoted by expressions on the board is \( \pi + 6 + (\pi + 6) \). If, as I have suggested, this reasoning is intuitive and sound, then it shows, in a specially compact way, that the term ‘denotes’ passes four tests that have been proposed for genuine context-sensitivity.

The first test is Cappelen and Lepore’s *intercontextual disquotation test* (ICD test).\(^{28}\)

Suppose I say, while hungry:

An utterance of ‘I am hungry’ can be false, even though I am hungry.

According to Cappelen and Lepore, this is fine – I can recognize that there are other tokens of “I am hungry” which are false, while it is indeed true that (right now) I am hungry. So ‘I’ passes this test for context-sensitivity – and so will any genuinely context-sensitive term.

Consider a parallel utterance involving ‘knows’. Suppose I say on some particular occasion:

An utterance of ‘Lewis knows penguins eat fish’ can be false, even though Lewis knows penguins eat fish.

According to Cappelen and Lepore, this is not fine, and ‘knows’ fails the test.

Now consider the case of ‘denotes’ – in particular the reasoning leading to (#). At the point where you conclude (#), you can say:

(ICD) An utterance of ‘the sum of the numbers denoted by expressions on the board is \( \pi + 6 + (\pi + 6) \)’ can be false, even though the sum of the numbers denoted by expressions on the board is \( \pi + 6 + (\pi + 6) \).
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And you can say this because earlier in the discourse you yourself asserted: “The sum of the numbers denoted by expressions on the board is \( \pi + 6 \)

The contextual analysis has a ready account of why it is that you can say ICD. Your use of ‘denotes’ in IQT is represented by ‘denotes_{Cr}’, and the sum of the numbers denoted_{Cr} by expressions on the board is \( \pi + 6 + (\pi + 6) \). But the occurrence of ‘denotes’ within quotation marks is not tied to the context of your overall utterance, any more than is the quoted occurrence of ‘I’ in Cappelen and Lepore’s example. Just as I can recognize that other tokens of ‘I am hungry’ can be false, even in a context when I’m hungry, you can recognize, in your reflective context, that other tokens of the type of C do not denote \( \pi + 6 + (\pi + 6) \). Indeed, it was by recognizing this that you arrived at (#): it was by recognizing that C itself denotes \( \pi + 6 \), once it is rehabilitated.

The ICD Test is closely related to a second test for context-sensitivity, which Cappelen and Lepore call Real Context Shifting Arguments (RCSAs). Suppose someone wanted to persuade you that ‘knows’ is context-sensitive, and you were not convinced by their appeal to the ICD test. Then they might try to appeal to your intuitions by telling the following story, which Cappelen and Lepore call Known Rupert:

Right now, I’m doing philosophy and thinking about Rupert. Rupert, however, is not now doing philosophy. Instead, he’s home making tea. Rupert doesn’t know he is 30 years old. For Rupert to know he is 30 years old, he has to rule out the possibility that he is a brain in a vat. Rupert, however, is unaware of (or not thinking about) this possibility. And so he’s ignoring a possibility that must be ruled out in order for anyone to know anything at all. Still, when Rupert utters in the comfort of his home, ‘I know I am 30 years old’ what he says is true, because he’s ignoring this possibility, even though this possibility has got to be considered in order for Rupert to know anything at all.

According to Cappelen and Lepore, Known Rupert is “blatantly false”, and provides no support for the context-sensitivity of “know”. They contrast this purported RCSA with a genuine one:
Right now, Stephen is not wearing a hat. Yesterday he was wearing a hat. And when he then uttered ‘I’m wearing a hat now’ what he said then was true, even though he’s clearly not wearing a hat now.

Cappelen and Lepore take this RCSA to provide clear evidence that ‘now’ is context-sensitive.

We can construct an RCSA for ‘denotes’. Consider the following discourse, where the first sentence is your utterance of (#):

The sum of the numbers denoted by expressions on the board in room 213 is \( \pi + 6 + (\pi + 6) \). So the sum of the numbers denoted by expressions on the board is not \( \pi + 6 \). But there are true utterances of ‘the sum of the numbers denoted by expressions on the board is \( \pi + 6 \)’. Indeed, I produced such an utterance earlier in this discourse!

This is an RCSA of a specially compact kind, since the speaker can refer back to their own earlier utterance to make the point. So ‘denotes’ passes this test.

According to a third test proposed by Cappelen and Lepore, an expression is context-sensitive only if “it typically blocks intercontextual disquotational indirect reports.” For example:

“Consider an utterance by Rupert on Tuesday of ‘John will go to Paris tomorrow’. If someone tries to report on Wednesday what Rupert said with his utterance on Tuesday with an utterance of ‘Rupert said that John will go to Paris tomorrow’, his report is false …”. This test provides strong evidence that ‘tomorrow’ is context-sensitive. Contrast the expression ‘ready’, which according to Cappelen and Lepore is not context-sensitive. Suppose Nina says “John is ready” in two separate contexts, one in which John is preparing for an exam, and one in which he is getting dressed for heavy rain. In either case, you can truly say ‘Nina said that John is ready’, whatever your own context of utterance happens to be (perhaps you are sitting in a café in New York City). You can even truly say: ‘In both contexts, Nina said that John is ready’. Your indirect report is not blocked – ‘ready’ fails the test.
Consider now the following discourse, where the first sentence is your utterance of (#), arrived at via the rehabilitation of C:

The sum of the numbers denoted by expressions on the board in room 213 is п+6+(п+6). Earlier, I said that the sum of the numbers denoted by expressions on the board in room 213 is п+6.

In this reporting context, your uses of ‘denotes’ are tied to the reflective context of (#) – just as the reporting context for Rupert’s utterance is tied to its being Wednesday. Now your indirect report suggests that in the course of your reasoning you have contradicted yourself – and that’s false, given our background assumption that the reasoning to (#) is intuitive and sound. So the indirect report is blocked. According to our contextual analysis, the falsity of the indirect report is readily explained: you did not earlier say that the sum of the numbers denoted by expressions on the board in room 213 is п+6; rather, you said that the sum of the numbers denoted by expressions on the board in room 213 is п+6.

We’ve just observed that in the course of the reasoning to (#), we produce these two sentences: “The sum of the numbers denoted by expressions on the board in room 213 is п+6”, and “The sum of the numbers denoted by expressions on the board in room 213 is п+6+(п+6)”. But, again assuming the naturalness and soundness of the reasoning to (#), these utterances do not really disagree each other: both are true. This relates to a fourth test for context sensitivity, Cappelen and Hawthorne’s disagreement test. Suppose Joe asserts “I am hungry”, and Kate asserts “I am not hungry” – then a third party cannot correctly say that Joe and Kate disagree. In general, if \( t \) is a context-sensitive term, there will be cases in which Joe can assert \( \varphi \), where \( \varphi \) contains \( t \), Kate asserts not-\( \varphi \), but Leah cannot correctly say that they disagree. It might be held that ‘knows’ fails this test: it might be held that if Joe asserts that Lewis knows that penguins eat
fish and Kate asserts that Lewis does not know that penguins eat fish, then it will be correct to say that they disagree.

Now consider ‘denotes’, and focus again on the reasoning leading to (#). Given that the reasoning is sound, ‘denotes’ passes the disagreement test. Indeed, you can be Joe, Kate and Leah rolled into one. In the course of the reasoning, you assert “C does not denote” (because pathological), and then you go on to assert “C does denote” (this is rehabilitation). And you recognize that there is no disagreement here -- it is because C does not denote, while A and B do, that you find that C does denote $\pi + 6$. You could not rehabilitate C without first concluding that C does not denote. Again, the contextual analysis says why there is no disagreement: C does not denote$_C$, but it does denote$_R$.

2.7 A simple Russell

An examination of our simple paradoxes of extension and truth from Chapter 1 reveals the same phenomena of repetition, rehabilitation and iteration. And the contextual analysis runs parallel: the predicates ‘extension’ and ‘true’ are context-sensitive, they pass the four tests for context-sensitivity, and the reasoning throughout is classical.

Consider first the case of extension, and the associated repetition discourse. Suppose that, unaware of my whereabouts, I write on the board in room 213 the following two predicates:

(M) moon of the Earth

(P) unit extension of a predicate written on the board in room 213.

This is the first stage (scene-setting). As with the simple paradox of denotation, you can reason to the conclusion that P is pathological (uncovering pathology). Then you review the semantic status of the expressions on the board (stock-taking), and proceed to produce a repetition of P, a
token P* of the same type as P, and you determine that P* has a well-determined extension (re-evaluation).

The contextual analysis of repetition runs as follows. The expression ‘the extension of’ denotes an operator which carries a predicate to its extension. Let c_P be P’s context of utterance, and let ‘extension_{c_P}’ represent any occurrence of ‘extension’ that is coextensive with the occurrence of ‘extension’ in P. So ‘extension_{c_P}’ represents the occurrence of ‘extension’ in P, and any coextensive occurrence. So the pathological predicate P, produced at the first stage of the repetition discourse, is represented by:

unit extension_{c_P} of a predicate written on the board in room 213.

At the second stage, where you uncover pathology, you attempt to determine an extension for P. In general, membership conditions for extensions are given by the schema

\[ x \text{ is in the extension of } \varphi \text{ iff } x \text{ is } \Phi, \]

where x ranges over objects, ‘\( \Phi \)’ is replaced by a predicate, and \( \varphi \) is replaced by a name of that predicate. For short, we will express this schema as:

\[ x \text{ is in ext}(\varphi) \text{ iff } x \text{ is } \Phi \]

Given that the occurrence of ‘extension’ in P is represented by ‘extension_{c_P}’, the extension of P will depend on the extensions_{c_P} of the predicates on the board, so those expressions are evaluated by the c_P-schema:

\[ x \text{ is in ext}_{c_P}(\varphi) \text{ iff } x \text{ is } \Phi. \]

In particular, since P is one of the expressions on the board, P is evaluated by the c_P-schema. Here’s the instance of the schema, putting P for \( \varphi \), and ext_{c_P}(P) for x:

\[ \text{ext}_{c_P}(P) \text{ is in ext}_{c_P}(P) \text{ iff } \text{ext}_{c_P}(P) \text{ is a unit extension}_{c_P} \text{ of a predicate on the board in room 213.} \]
You suppose first the left hand side. Then \( \text{ext}_{cP}(P) \) has two members, so the right hand side does not hold. And so the left hand side doesn’t hold – contradiction. Now you suppose that the left hand side does not hold -- that \( \text{ext}_{cP}(P) \) is not in \( \text{ext}_{cP}(P) \). Then \( \text{ext}_{cP}(P) \) has one member (\( \text{ext}_{cP}(M) \)), so the right hand side holds. And so the left hand side holds -- contradiction again. So an extension for \( P \) cannot be determined via the \( c_P \)-schema: the extension\( c_P \) operator produces no output for input \( P \). You conclude:

\[ \text{P does not have a well-determined extension}_{c_P}. \]

This is the conclusion of classical \textit{reductio} reasoning that generates a contradiction from your attempt to evaluate \( P \) via the \( c_P \)-schema.

At the third stage, you take stock, reflecting on \( P \)’s pathologicality. The contextual analysis of stock-taking looks like this (for your intuitive reasoning, remove the subscripts):

Since \( P \) does not have an extension\( c_P \), it does not have a unit extension\( c_P \). In contrast, \( M \) does have a unit extension\( c_P \). So the extension\( c_P \) of \( M \) is the only unit extension\( c_P \) of a predicate written on the board in room 213.

In the first sentence, you draw the consequences of abandoning the \( c_P \)-schema as an evaluating schema for \( P \). In the last sentence you produce \( P^* \), an exact repetition of \( P \), and at the same time you identify a definite extension for \( P^* \) (\( \text{ext}_{cP}(M) \) is its only member). This does not lead back to paradox, even though \( P^* \) is a repetition of \( P \). The derivation of a contradiction requires the assumption that each of the expressions on the board can be assessed by the \( c_P \)-schema -- and you’ve already established that the assumption does not hold for \( P \).

At the fourth stage, you make explicit your evaluation \( E \) of \( P^* \):

\( (E) \) In the previous sentence, there is a token of the same type as \( P \), and it has a well-determined extension whose sole member is the extension of \( M \).
Now we need to accommodate your conclusion. Since P* is a repetition of P, P* cannot be assessed by the c\textsubscript{P}-schema. In parallel to the case of denotation and C*, P* does not have an extension\textsubscript{c\textsubscript{P}}, but it does have an extension. P* is in the scope of your use of ‘extension’ at the fourth stage. Let c\textsubscript{E} be the context of your explicit evaluation of P*, and let ‘denotes\textsubscript{c\textsubscript{E}}’ represent the occurrence of ‘extension’ in \textit{E}, and any coextensive occurrence. P*’s \textit{evaluating schema} at the fourth stage is the c\textsubscript{E}-schema, and the instance for P* is

\[
x \text{ is in ext}_c(P^*) \iff \text{ x is a unit extension}_c \text{ of a predicate written on the board in room 213.}
\]

Since the context c\textsubscript{E} is reflective with respect to P, the information is available that P is pathological and does not have an extension – that is, does not have an extension\textsubscript{c\textsubscript{P}}. So the right hand side is true for x=\text{ext}_c(P(M)), and false otherwise. And so \text{ext}_c(P(M)) is the sole member of \text{ext}_c(P^*). We have accommodated your evaluation of P*. In the terms of the contextual analysis, you draw this conclusion: P* has a well-determined extension\textsubscript{c\textsubscript{E}}, whose sole member is \text{ext}_c(P(M)).

So the difference between P and P* is this: P is evaluated in a context that is not reflective with respect to P, and P* is evaluated in a context that \textit{is} reflective with respect to P. And the results are different – the extension operator fails to produce a value for P in the context c\textsubscript{P}, but produces a determinate value for P* in the context c\textsubscript{E}. As in the case of denotation, the new information that P is pathological is itself semantic information, and it changes the standards of evaluation because it is information about those standards. The information that P is pathological shifts the schema because it is information about the c\textsubscript{P}-schema – it just is the information that P cannot be assessed by its evaluating schema, the c\textsubscript{P}-schema. This information
allows you to determine a definite extension for $P^*$ via a new reflective standard – the $c_E$-schema.

While $P^*$ has a well-determined extension $c_E$, it does not have an extension $c_P$ – evaluate $P^*$ by the $c_P$-schema, and we get a contradiction, just as we did with $P$. And while $P$ fails to have an extension $c_P$, it does have an extension $c_E$, just as $P^*$ does. $P^*$ is an exact repetition of $P$, and neither have an extension $c_P$, and both have an extension $c_E$. So $\text{ext}_{c_P}(P)$ is undefined (as is $\text{ext}_{c_P}(P^*)$), but $\text{ext}_{c_E}(P)$ is the extension containing the Moon as its sole member (as is $\text{ext}_{c_E}(P^*)$). So the extension operator is context-sensitive: the extension it determines for $P$ (or for $P^*$) depends on the context in which it is operating.

Consider now the rehabilitation discourse. The first two stages are the same as those of repetition. Here is stage three, stock-taking, with the contextual subscripts already marked (for the intuitive reasoning, ignore the subscripts):

Since $P$ does not have an extension $c_P$, $M$ is the only predicate on the board that has a unit extension $c_P$. But now attend again to the predicate $P$ on the board. $P$ makes reference to the predicates on the board that have unit extensions $c_P$, and we now know there is just one, namely $M$. And the unit extension $c_P$ of $M$ is the extension $c_P$ with sole member the Moon.

At the fourth and final stage, you re-evaluate $P$. Let $R$ be your re-evaluation, $c_R$ its context, and let ‘$\text{extension}_c$’ represent the occurrence of ‘extension’ in $R$, and any coextensive occurrence.

Here is your re-evaluation:

\[(R)\] So the predicate $P$ – made up of the words unit extension $c_P$ of a predicate written on the board in room 213 – has an extension $c_R$ (namely, the extension with sole member the unit extension $c_P$ whose sole member is the Moon).

At the second stage, $P$ is assessed by the $c_P$-schema, and found to be pathological, lacking an extension $c_P$. We then take stock, and determine that there is just one unit extension $c_P$ of a predicate on the board, given that $P$ is pathological. In the light of this stock-taking, we go on to
re-evaluate P via the reflective $c_R$-schema, and find that it does have a determinate extension $c_R$.

In the case of repetition, we have distinct schemas applied to distinct tokens; in the case of rehabilitation, we have distinct schemas applied to one and the same token. As in the case of denotation, rehabilitation shows that the extension operator is assessment-sensitive – but this does not lead to relativism.

Turning to iteration, the contextual analysis runs as follows (ignore the subscripts for the intuitive reasoning):

Once P is rehabilitated, we find that P has an extension $c_R$, as does M – each is a unit extension $c_R$ of a predicate written on the board in room 213. Here is another token of the same type as P (and P*), but its extension has two members: the unit extension $c_R$ containing the Moon, and the unit extension $c_R$ containing just the extension whose sole member is the Moon.

Let $P^{**}$ be this newly produced token of the same type as P. The difference between $ext_{c_R}(P)$ and $ext_{c_R}(P^{**})$ is readily explained, since the occurrences of ‘extension’ in P and in $P^{**}$ are differently represented, the former by ‘extension$_{c_P}$’ and the latter by ‘extension$_{c_R}$’. As we run through rehabilitation and then iteration, we move from P having no extension$_{c_P}$ to P having a single-membered extension$_{c_R}$ to $P^{**}$ having a 2-membered extension$_{c_R}$.

Any further iteration is halted, since $P^{**}$ is not a predicate written on the board. We can move soundly between the two sides of this biconditional:

$ext_{c_R}(P^{**})$ has two members if and only if $ext_{c_P}(P)$ has one member,

and there is no vicious circle or regress here.

2.8 A simple Liar

Suppose now that I inadvertently produce a liar sentence L on the board in room 213:

(L) The sentence written on the board in room 213 is not true.
Since you know where the sentence is written, you can reason in the familiar way that L is a liar sentence, and semantically defective. But if L is defective, then whatever its status, it is not a truth. So you infer:

(L*) The sentence written on the board in room 213 is not true.

This is a repetition of (L). At the final stage of the repetition discourse, you explicitly declare L* to be true. Now, since L* is true, and it says the same thing as (L), it follows that (L) is true too: (L) is rehabilitated. And with rehabilitation comes iteration: if (L) is true, then what it says is the case, so it isn’t true; but then if it isn’t true, then since that is what it says, it is true, and so on, indefinitely.

Let cL be the context of use of L, and let ‘truecL’ represent a use of ‘true’ coextensive with the use of ‘true’ in L (again, as with ‘denotes’ and ‘extension’, this is not to assume that ‘true’ is context-sensitive). Then L is represented as

(L) The sentence written on the board in room 213 is not truecL.

In order to determine L’s semantic status, it has to be determined whether the sentence it refers to is truecL or not. So the schema by which you evaluate the sentence on the board is the cL-schema:

\[ s \text{ is true}_{cL} \text{ if and only if } S, \]

where ‘s’ is a name of the sentence that replaces ‘S’. That is, L’s evaluating schema is the cL-schema. But now you obtain a contradiction from this instance of the cL-schema:

\[ L \text{ is true}_{cL} \text{ iff } \text{the sentence written on the board in room 213 is not true}_{cL}, \]
since L is the sentence written on the board. You uncover pathology: L cannot be assessed by its evaluating schema. Your reasoning is classical, a *reductio* of the assumption that L can be assessed by the c_L-schema.

You now take stock of L’s semantic status: given that L is pathological, you go on to declare that it is not true. This is your repetition of L, represented as follows:

(L*) L is not true_c_L.

This is indeed a correct evaluation of L, because L cannot be true_c_L. For if L were true_c_L, it would follow that it is assessable by the c_L-schema, and, with the c_L-schema on board, contradiction would follow. In contrast, a contradiction does not follow from L*, from L’s being not true_c_L. To obtain a contradiction, you would need the further assumption that the sentence on the board is assessable by its evaluating schema (the c_L-schema) – but, as you have just concluded, this assumption is false. So, as in the cases of denotation and extension, the repetition of the pathological expression does not lead back to contradiction.35

At the final stage of the repetition discourse, you attend to the repetition L* and explicitly evaluate it as true:

(Σ) L* is true.

Given the soundness of your reasoning, we need to accommodate your evaluation of L* -- a rule of accommodation is at work. L* is a repetition of L, and, just like L, it cannot be assessed by the c_L-schema. So L* is not true_c_L, *but it is true* – L* is in the extension of your use of ‘true’ in Σ. Let c_Σ be Σ’s context, and let ‘true_c_Σ’ represent the occurrence of ‘true’ in Σ and any coextensive occurrence. L*’s *evaluating schema* is the c_Σ-schema, and the instance for L* is:

L* is true_c_Σ iff L is not true_c_L.
Since the context \( c_\Sigma \) is reflective with respect to \( L \), the information is available that \( L \) is pathological and not true -- that is, not true_\( c_L \). The right hand side is just \( L^* \), which you have produced at the stock-taking stage of the repetition reasoning. Then you infer the left hand side from the right hand side -- and we have accommodated your evaluation \( \Sigma \).

As with \( C \) and \( C^* \), and \( P \) and \( P^* \), there is no intrinsic difference between \( L \) and \( L^* \); rather, the difference lies in the schemas by which they’re assessed in the course of the reasoning. The contextual shift in evaluating schemas is produced by the new information that \( L \) is pathological. In parallel with the cases of denotation and extension, this information changes the standards of evaluation because it is information about those standards: to say that \( L \) is pathological is to say that it cannot be evaluated by its evaluating schema, the \( c_L \)-schema.

The first three stages of rehabilitation are the same as those of repetition. At the third stage, when you take stock, you conclude that \( L \) is not true_\( c_L \) (because pathological). At the fourth stage, you re-evaluate \( L \), and your re-evaluation may be represented as:

\[(R) \quad L \text{ is true}_{c_R},\]

where \( c_R \) is the context of \( R \), and ‘true_\( c_R \)’ represents the occurrence of ‘true’ in \( R \) and any coextensive occurrence. Here, \( L \) is evaluated by the reflective \( c_R \)-schema:

\[L \text{ is true}_{c_R} \text{ if and only if } L \text{ is not true}_{c_L}.\]

Here, as with the \( c_\Sigma \)-schema, the right hand side is \( L^* \), which you have already obtained, in the light of \( L \)’s pathologicality -- and so you infer the left hand side, which is just \( R \). \( L \) is not in the extension of ‘true_\( c_L \)’, but is in the extension of the occurrence of ‘true’ in \( R \). In this way, we accommodate your evaluation \( R \). When you first attempt to evaluate \( L \), you apply the unreflective \( c_L \)-schema to \( L \), and the application breaks down. But the subsequent application of the reflective \( c_R \)-schema establishes a truth value for \( L \) (just as the reflective \( c_\Sigma \)-schema does for
L*). As with ‘denotes’ and ‘extension’, ‘true’ is assessment-sensitive, but this does not entail relativism.

Prior to analysis, it may seem that rehabilitation generates an unacceptable kind of iteration: if L is true, then what it says is the case, so it’s not true; but that’s what it says, so it is true – and so on, indefinitely. But this back and forth is readily explained by the contextual analysis. We are moving soundly from one side to the other of this instance of the cR-schema:

L is true_{cR} iff L is not true_{cL},

and any appearance of contradiction is removed.

**********

In this chapter, I’ve argued that the phenomenon of repetition, rehabilitation and iteration are best explained by a contextual analysis. Our semantic expressions are context-sensitive. This is the first main claim of the singularity theory. The second main claim is that semantic expressions apply everywhere except for certain singular points or singularities where their application breaks down. Singularities are the subject of the next two chapters.
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